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Abstract Puppets can be great storytellers 

when performed in a dramatic way. They create 

the illusion of life, making the audience believe 

in the story. But animating puppets using 

traditional key frame animation is not a trivial 

task taking too much time and practice, in 

particular for the non-expert artists. Digital 

puppetry presents performance-driven 

animation, making the puppet reactive to the 

motion of the performer in real-time. Motion 

capture methods makes the puppet animation 

fast and simple, based on the acting of the 

performer, but they are out of reach for the 

major consumers. We present a low-cost 

performance-driven technique that allows 

real-time puppet animation based on the 

inter-acting, which can be used in live 

storytelling. In this paper we study how users 

can interpret simple actions like walking, using 

their bodies as puppet controllers. The system 

was deployed using the Microsoft Kinect and by 

assuming the marionette aesthetics and 

constraints, showing how low-cost devices can 

provide a new mean for motion capture 

representation. We extend the previous study by 

presenting another method to interact with 

puppets using indirect mapping by connecting 

the puppet to the puppeteer with virtual strings. 

Last, we performed a pilot experiment 

animating silhouettes and 3D puppets, to better 

understand differences in the interaction. An 

audience had to identify by the output final 

animation, the actions performed by non-expert 

artists using their bodies to drive the puppets. 

We conclude, inter-acting with 2D puppets is 

similar to the marionette manipulation and 

needs more interpretation than with 3D 

puppets. 
 

1. Introduction 

Digital animation provides an efficient environment for 

storytellers, helping them to bring the stories into real life. 

However, requires specific technical and artistic skills, 
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which are difficult to achieve, especially when animating a 

character, thus, taking the production into a complex and 

time consuming process. Digital puppetry techniques can 

simplify the animation of puppets. By turning the 

production into real-time, storytellers with no experience in 

animation can build animated plays more easily, exploring 

their imagination by just pulling the "strings". By observing 

in real-time the feedback of their motion, they can practice 

the performance and search for the best way to manipulate. 

In this way, they can achieve manipulation skills to increase 

the quality of animation. The interaction becomes fluid and 

intuitive because it´s being driven by the performer, making 

the story come to life in an easier and spontaneous way 

compared with key-frame animation. In most cases, just 

moving the puppets one side to another with some physic 

features like gravity, can be enough to bring magic into the 

story. Thus, by exploring their interaction skills users with 

no animation experience become digital puppeteers, and by 

exploring their acting skills they become digital actors.  

Although digital puppetry techniques, like motion 

capture, have been used for a long time [1], particular in the 

entertainment industry. They are inaccessible to the major 

consumers due to its cost. With the emergence of novel 

low-cost interfaces like the Microsoft Kinect, digital 

puppetry has become accessible to everyone. In this study 

we explore the Microsoft Kinect interface in particular, as a 

performance animation tool by mapping the user joints to 

puppet control points in a direct and indirect manner. And 

find out if users with no experience in animation can 

manipulate puppets like if they were using traditional 

marionettes. Furthermore, we compare the manipulation of 

2D silhouettes and 3D puppets due to their differences in 

manipulation and expression. In both cases we use 

non-deformable meshes to obtain an articulated marionette 

style based on the users body motion as the “inter” acting 

controller. Finally, we expand our study going forward into 

the exploration of non-biped puppets interaction based on a 

virtual string controller, and into the virtual puppet play 

composition environment by animating the scenario.  

Digital puppetry differs from computer conventional 

key frame character animation, as it involves performing 

characters and differs from conventional puppetry 

techniques because the virtual puppets are not tangible. 

Despite the differences, the building process of a virtual 

puppet is some how analogous to the creation of a 

traditional marionette or a digital character; Building the 

model, rigging the armature and mapping the control points 
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to the interface. This interface can be represented with a 

slider in a 3D software package, a string in a traditional 

marionette or a tracking point from a motion capture 

system.  

In this article we present, Anim-Actor, a 

performance-driven full body motion capture interaction 

technique to manipulate 2D and 3D characters. Anim-Actor 

allows the control of digital characters in real-time by 

mapping the movement of the users body to the character. 

We described how this method was implemented using 

Microsoft Kinect. We also perform a pilot study that 

compares the interaction between 2D and 3D puppets using 

body movement. To evaluate the performance, we challenge 

an audience to identify actions made by the puppeteers by 

just observing the result animation. We choose simple 

actions like lifting weights to turn the performance as clear 

as possible.  

2. Related Work 

Digital puppetry is used for a long time in many 

environments [1]: from film and television to the game 

industry. The most used methods for performance animation 

are expensive optical motion capture systems that 

determinate constraint conditions for capturing the data that 

can be found in professional capturing studios. But, there 

are other interesting motion capture interfaces that help the 

digital puppeteer to control virtual marionettes. Waldo C. 

Graphic from Jim Henson is an example of how virtual 

marionettes can be manipulated in real-time for television 

using mechanical motion capture based on a traditional 

puppetry articulated arm [1]. Sid the Science Kid is a 

television cartoon series that shows how Henson studios 

continues exploring new digital puppetry possibilities by 

mixing optical motion capture to driven the puppets with 

other mechanical and digital interfaces for face expressions. 

The most common approaches to create animations using 

digital puppetry include: strings to control the puppet with a 

digital glove [2]; computer vision for tracking color marks 

in a object that controls the marionette movements [3]; 

using a multi-touch surface for direct manipulation of 

bi-dimensional shape puppets [4]; multi-modal interfaces to 

simulate different marionette techniques in a virtual puppet 

show [5]; motion capture system for performance-driven 

with gesture recognition to trigger behavior animation for 

virtual theater [6]; collaborative multimodal digital puppetry 

system based on hand tracking, exploring collaboration and 

interaction to approach the original spirit of puppetry [7]. 

Important contributions to digital puppetry studies have 

been made at Protozoa Pictures [8]. Challenged by the 

market requirements, they research deeply into real-time 

interactive characters with interesting approaches, like: 

applying human data to non-human characters; introducing 

artificial intelligence in characters; developing procedural 

animation techniques. Reverse Shadow Theatre [9] is an 

interactive installation developed by the Kitchen Budapest 

group. Based on their own open-source software, Animata, 

to map the users motion to a computer silhouette. This 

project is an example of how to use low-cost cameras with 

computer vision algorithms to track users motion. 

These researches show different approaches for digital 

puppetry, exploring interfaces that connect puppets to 

puppeteers. Our proposal is to study the interaction between 

non-expert artists and 2D and 3D virtual puppets by using 

optical low-cost motion capture. And to understand if this 

novel interfaces can help to spread digital puppetry to new 

environments like in public spaces. 

3. System Description 

The system was built with the following features: 

capability for multi-user interaction with one depth camera 

device and other input interfaces; collaborative interaction 

using multiple devices in different computers connected to a 

network; performance-driven puppets in 2D and 3D. 

The system captures the users input data (in this case, the 

body motion) and assigns it to the puppet´s joints, 

producing the motion-driven animation. It compromises 

three parts: 

(1) Capturing and interpreting users motion producing a 

skeletal model; (2) Translating and sending the joint 

coordinates trough the network; (3) mapping the skeleton to 

the bone structure of the puppet making it move. 
 

 

Fig. 1 (left) motion tracking and skeletal model; (center) silhouette figure 
in Animata; (right) 3D puppet in Unity. 

1)  In order to capture the performer's movements it was 

used the Microsoft Kinect depth camera device. This 

affordable optical interface presents a marker-less tracking 

with fast calibration process, which is ideal for working in 

non-prepared environments and with non-expert artists. 

This sensor is capable of capture the motion of two users in 

full body at the same time, bringing multi-user interaction 

into the play. Based on PrimeSense technology this device 

computes the user skeletal model in real-time providing 

coordinates of each joint (Figure 1). Then, the open natural 

interaction (OpenNI) framework provides the application 

programming interface (API) to access the hardware and 

interpret the data.  

2)  For translating and sending joint coordinates it was 

used OSCeleton from Sensebloom. This application 

interprets the data from OpenNI framework splitting it into 

joint coordinates, sending it through network via open 

sound control (OSC) protocol. This workflow provides 

multiple inputs at the same time from different machines 

making a collaborative interaction possible. By connecting 

through network a chain of computers with input sensors 

the number of users that can manipulate puppets will 

increase. OSCeleton also provides options to change the 

syntax of the messages with the joint coordinates, 
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increasing the communication compatibility with other 

applications.   

3)  For the mapping and animation process two 

applications were used: Animata for 2D representation and 

Unity for 3D puppets. Animata is an open source real-time 

animation editor that provides important features, like: 

rigging, inverse kinematics and simple physics; deformable 

and rigid skinning; mapping OSC messages to joints; 

multi-layer with depth compositing. These features make 

this multi-platform environment suitable for prototyping 

digital puppetry in 2D dimensions with 3D layer scenarios. 

In another hand, Unity is a commercial 3D game engine 

packaged for multi-platform providing all the important 

features needed for this project, like reading OSC messages 

sent from OSCeleton. It is possible to simulate the 

behaviour of 2D puppet interaction in Unity by using 2D 

planes with textures and constraining X-axis and Y-axis, but 

for this experiment in particular we obtained better results 

in 2D using Animata. It is possible to mix the two engines 

to get a 2D and 3D representation output at the same time 

using just one input. Figure 1 shows the framework from 

capturing the user and computing the skeletal model to the 

2D and 3D animation environment. 

We extend the previous developments [10] seeking new 

ways to interact with puppets that presents non-human like 

skeleton. The puppets were rigged using inverse kinematics 

(IK) technique, and the control points were attached to the 

IK end effectors. Puppets like a snake can be manipulated 

just with one or two hands, mapping the end effectors that 

are in the extremities (head and tail) to the hands of the 

puppeteer. Moving the IK end effector all the structure goes 

along, like in real puppetry. We can also achieve believable 

results (making the motion more natural and realistic) using 

physic forces like gravity. Although the process can be 

more complex to setup – describing the weight/mass for 

each part of the puppet, the puppeteer can benefit with this 

feature, working with the motion in a realistic manner. By 

exploring collisions between rigid bodies, makes the puppet 

react as if it was real. These are interesting features for the 

development of a virtual puppet environment.  
 

 

Fig. 2 (left) Virtual strings connecting the puppet to the puppeteer; (right) 

simple virtual play example using Animata features; 

For complex figures we propose the marionette metaphor. 

Using virtual strings to manipulate the control points of the 

puppet (Figure 2). In this way, it is possible to map the 

human skeleton joints to any kind of structure. We also can 

map one joint from the puppeteer to several control points 

with different behaviours. To explore this dimension the 

strings must have physic features, like a network of springs 

with different tensions between them to achieve diverse 

reactions. In this first approach of virtual strings, we 

connect the puppets using a rod-like behaviour connected to 

the IK control points, which makes the control more direct 

and precise then with the strings simulating a physics 

environment. Although in complex figures like the dragon 

(Figure 2) we found some constrains in motion, as in 

traditional puppetry the puppets are built for certain 

particular actions and the puppeteer must search the suitable 

rigging and mapping solution to each puppet. 

Finally we explore some other features from Animata 

that might contribute to create a virtual puppetry play 

environment, like: multiple z-depth layers creating the depth 

of field effect when moving a virtual camera or the 

automatic bone animation feature making possible to 

expand and compress a bone in a certain time. 

As an example of Animata features implementation in 

virtual puppetry (right side Figure 2) we create an animated 

ocean scenario using animated bones with multiple z-depth 

layer composition. We include a simple rigged puppet to be 

performed with the hand of the puppeteer and could travel 

in z-depth. 

4. Experiment 

We prepared a survey based on a guessing game like 

Pictionary. Eight Olympic Sports were chosen for the 

experiment to be interpreted by the "users" and identified by 

the audience. The sports were weightlifting, boxing, karate, 

basketball, shooting, arch and hockey later removed from 

the list because it was not a clear action. The physical space 

for the experiment was organized to keep observers away 

from the performers preventing them to be influenced by 

the acting.  

 

 

Fig. 3 (left) Kinect capturing the performer; (right) Observers identifying 
sports. 

We made some cards with pictograms identifying the 

sport to give to the performers in a random order. As a 

performer the participant was called two times to interpret 

the sport with the 2D and 3D puppets. As an observer the 

participant sited about 3 meters away from the projection 

with a 5 meters wide screen projection, answering the 

survey, identifying each sport that the actor reproduce as 

shown in Figure 3. For this experiment we used a 

non-probability method with a convenience sampling. We 

chose a focus group with 54 volunteers (19 male and 35 

female) with an average age of 19, ranging from 16 to 30. 

All of the participants were students, non-expert artists, and 

non-sportsman. None of them had used motion capture 

systems, and played with Microsoft Kinect before. The total 

number of answers to the identification survey was 459.  
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5. Results 

We must underline the fact that the positive 

identifications depended on the acting of each performer: 

bad acting resulted in poorer identification results. 

From our observation the participants when acting, 

searched a suitable pose to manipulate the puppet. Some 

participants obtained expressive animation by exaggerating 

the motion, moving their body members firmly and widely 

like in puppetry or cartoon animation. 

 The global comparison results were 72% of positive 

identifications for the silhouette figure and 84% for the 3D 

puppet, which was expect. But we found some interesting 

results when comparing sports, for instance: the 

weightlifting was better identified with silhouette having 

100% of success than the 3D puppet with 85% of 

identifications (Figure 3), karate also had more success in 

2D with 90% then in 3D with just 70%. A possible 

explanation for this result is the fact that the silhouette 

presented a simplified body structure with arms and legs 

more distant from the body, and with few moves the actor 

could operate the silhouette. But most of the movements 

had more success in the 3D puppet then in the silhouette 

puppet.  

 

Fig. 4 2D vs. 3D identification graph. 

The user instead of trying to interpret the natural 

position of the silhouette to follow, they searched new ways 

for interacting with puppet.  

This project was presented in two public exhibitions to 

understand how users interact with puppets using 

Anim-Actor. For our observation, users took more time to 

understand how to perform with the silhouettes then with 

the 3D puppets. The silhouette manipulation required 

expressive poses, and the users prefer interacting with the 

3D puppet, although, they found the silhouettes more 

dramatic. 

6. Conclusions 

We believe that the interaction with a two-dimensional 

puppet with full body motion capture resembles to the 

control of a real marionette, but instead of using rods, 

strings or gloves, we use our body as the controller. The 

manipulation of the virtual puppet can be resembled to the 

hand shadow performance where the performer searches for 

the best pose to create the illusion of a shape. In 

Anim-Actor the performer searches the best body pose to 

illustrate an action with the virtual puppet. By using our 

body as a controller the interaction is intuitive but relies on 

the acting of the performer. In this way, the user becomes 

part of the play, and not “just” the hidden puppeteer. Rather, 

the three-dimensional animation of the puppet is presented 

as a direct representation of body movement like in 

motion-driven games or classical motion capture 

animations. This explains the better positive results in the 

identification, with a total of 84% positive identifications 

for the 3D puppet against 72% for the silhouette based on 

the chart from figure 4. 

In this exploratory experiment we found that the 

suggested affordable animation solution was well accepted 

by the participants, demonstrating that depth cameras are an 

efficient tool for digital puppetry, even in public spaces. 

The users were able to interpret the proposed actions 

without great effort and explored their bodies trying to fit in 

the puppet skeleton structure. In addition and to our 

surprise, some of them explored their bodies seeking 

expressive motion, making us believe the great potential of 

this interface for performance animation. We didn´t yet 

evaluate the virtual strings interaction for indirect mapping, 

but like traditional marionettes we think that this brings a 

more challenging manipulation. 

The affordable motion capture solution that we propose, 

can be used by non-expert artists as an easy and intuitive 

way to animate characters for entertainment and artistic 

purposes, like storytelling.  

This study opens new questions about how to interact 

with puppets using body motion based on digital puppetry 

that must be deeply researched, in particular: using different 

rigging methods and inverse kinematics; mapping the 

human body to different morphological puppets, or mapping 

multiple control points to just one joint or vice-versa; 

explore interaction methods with multiple users. 
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